Creature Teacher: A Performance-Based Animation
System for Creating Cyclic Movements

Andreas Fender Jorg Maller David Lindlbauer
Department of Computer Department of Computer TU Berlin
Science Science Berlin, Germany
Aarhus University, Aarhus, Aarhus University, Aarhus, david.lindlbauer@tu-
Denmark Denmark berlin.de

andreasfender@cs.au.dk

Figure 1:
manipulating parts of a virtual creature.

joerg.mueller@acm.org

b) c) d)
| |

-
With Creature Teacher users can quickly create organic movements by successively selecting and
(a) The user is wearing an HMD and pinch gloves.
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parts are selected using the left hand. (c) Selected parts are manipulated using the right hand. (d) Periodic

movements are detected and played back repeatedly.

ABSTRACT

We present Creature Teacher, a performance-based anima-
tion system for creating cyclic movements. Users directly
manipulate body parts of a virtual character by using their
hands. Creature Teacher’s generic approach makes it pos-
sible to animate rigged 3D models with nearly arbitrary
topology (e.g., non-humanoid) without requiring specialized
user-to-character mappings or predefined movements. We
use a bimanual interaction paradigm, allowing users to se-
lect parts of the model with one hand and manipulate them
with the other hand. Cyclic movements of body parts dur-
ing manipulation are detected and repeatedly played back
- also while animating other body parts. Our approach of
taking cyclic movements as an input makes mode switching
between recording and playback obsolete and allows for fast
and seamless creation of animations. We show that novice
users with no animation background were able to create ex-
pressive cyclic animations for initially static virtual 3D crea-
tures.
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1. INTRODUCTION

Animation is a powerful tool used in movies and games to
give life to fictional characters and creatures. Those char-
acters can convey emotions, motivations and intentions to
viewers just by the way they are moving through space.
This can be achieved by cycle animations which are repeat-
edly played back to make a character’s locomotion look ac-
tive. For example, when a game character is moving on the
ground, a walking, sneaking or running cycle, depending on
the current speed of locomotion, is played back repeatedly.
Cycle animations are not only used for locomotion. Move-
ments like breathing, chewing, dancing etc. are examples of
cycle animations to be played back even when the virtual
character is not changing location.

In general, 3D computer animation is implemented with
virtual articulated figures, that is, hierarchical limbs are de-
fined within the 3D model to deform it locally. With joints,
we refer to the ends of the limbs or the connections of two
limbs. The combination of all limbs yield the skeleton of the
articulated figure. All limb transformations together yield
the posture.



Creating convincing and expressive animations is chal-
lenging for various reasons. Depending on the number of
limbs, a posture can have a large number of degrees of free-
dom (DOFs). Furthermore, animation introduces a time
domain. Much knowledge and experience is required to cre-
ate animations with state-of-the-art modeling and animation
tools like Blender and Autodesk Maya.

In the recent years, an increasing number of 3D games
include content creation by players as a core aspect. Many
games enable players to easily personalize the look of their
avatar or even to build whole worlds, thus those games are
essentially heavily simplified and specialized modeling tools.
Current content creation by players, however, is mostly lim-
ited to the specification of the appearance of game assets
and does not include animation. As noted by Walther et
al. [35], games generally do not provide expressive tools for
players to create convincing animations. By now, anima-
tions of avatars and creatures inhabiting the game worlds
are typically predefined or generated. We believe that ani-
mation can become a very important and expressive part of
content creation by players. In our work, we want to take
a step in this direction and allow users to playfully create
animation without requiring expert knowledge.

An additional challenge is that due to the fictional nature
of games, the virtual game characters can be of arbitrary
morphology. Therefore we refer to them as creatures. If a
game offers tools for the player to create such creatures, then
their morphology might even be unknown at programming
time. This makes the creation of specialized animation tools
(unlike with specialized creation tools) even more challeng-
ing.

We developed Creature Teacher, an immersive virtual re-
ality (VR) system to rapidly and easily create cyclic move-
ment animations for virtual creatures. The main focus is the
creation of expressive animations to be played back during
locomotion, i.e., to specify how a creature moves through
space. The system does not rely on preprocessing steps,
specialized mappings or predefined animations. Equipped
with a head-mounted display (HMD) and pinch gloves, users
directly manipulate a virtual creature to easily create indi-
vidual and expressive cyclic animations. Previous systems,
while allowing for easy creation of smooth movements, often
lack flexibility. We contribute by presenting a bimanual se-
lection and manipulation approach to address the problem of
providing expressive real-time control over different virtual
creatures with arbitrary limb structure. We further present
an approach to create cyclic animations by leveraging users’
ability to perform repetitive motions and use those as an
input method.

2. RELATED WORK

The two dominant approaches for computer animation are
keyframing and performance animation, which are discussed
in this section. Other techniques like inverse kinematics or
behavioural animation exist, aiming to make the animation
more realistic and simplify the creation process. However,
those techniques are outside the scope of this paper since
most of them are orthogonal (or potential additions) to the
actual interaction techniques employed in our system.

is an overview of previous animation interfaces
for articulated figures, which we categorize by four dimen-
sions. The first dimension specifies the input dimension (i.e.,
WIMP, Sketch, or Tangible), including tracking as input.
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For tracking, we distinguish between Tracking: Mimicking
(acting out movements) and Tracking: Guiding (controlling
from a third person view). The second dimension specifies
the handling of the animation time domain. This includes
keyframing as well as different types of performance ani-
mation systems. One-take systems only need one recording
take to create the complete animation, thus the animation
time passes only once. With multi-pass systems, the anima-
tion time passes multiple times and users control different
DOFs in each take. The other two levels specify if a sys-
tem is immersive and the level of control. Level of control
defines the granularity with which users can edit postures
and movements. On one side, users have fine grained con-
trol over every single limb (i.e., low-level). On the other
side, only pre-defined movements are remapped or move-
ments are created automatically (i.e., high-level). Note that
the table only contains animation systems for articulated
figures and hence does not contain interfaces that only sup-
port rigid object transformations. Furthermore, the table
does not account for pre- and post-processing steps.

2.1 Keyframing

With keyframing, only keyframe postures need to be cre-
ated. The large number of DOF's of an articulated figure can
be handled by users accurately one after another without an-
imation time passing. This leads to the advantage that com-
pared to the output, only a limited number of DOFs is nec-
essary as input. Current state-of-the-art software contains
sophisticated implementations of the keyframing technique.
Those interfaces are very powerful, however, can be diffi-
cult to use for novices. In particular, making motions look
organic is a very demanding task. Furthermore, keyfram-
ing is generally very time consuming, even for professional
animators.

Besides established tools such as Blender and Maya, other
user interfaces make use of the keyframing technique. The
main focus of those interfaces is making the posing process
easy and quick. The HoloSketch system is a stereoscopic
sketching and animation interface with 3D user input [5)].
Users can grasp virtual objects and apply transformations
to pose and animate them. In contrast to our work, trans-
formations can only be applied to whole objects rather than
postures of articulated figures. With [20], [2] and [4], anima-
tions can be created by sketching the keyframe postures of
the articulated figure by hand on a piece of paper. Eitsuka
et al. [7] created an augmented reality based animation sys-
tem, with which the user manipulates the key postures of a
virtual character with his or her finger. Jacobson et al. [12]
presented a modular input device, overcoming the limita-
tions of specialized input devices. Single physical joints can
be assembled and manipulated, making the system very flex-
ible.

Even though those tools simplify the creation of postures,
performance-animation tools often outperform keyframing
approaches in terms of time required to create convincing
animations.

2.2 Performance animation

In contrast to keyframing, performance animation sys-
tems rely on the user’s physical timing and coordination
skills. One well known technique is motion capturing: the
performer’s motions are mapped onto a virtual character.
In most cases, a 1:1 mapping is used to achieve realistic



WIMP Sketch Tangible Tracking: Mim- | Tracking: Guid-
icking ing
Keyframing | Blender MotionMaster 'E' Jacobson |12] Eitsuka |7
Maya Chao |2 Monkey 8] Osawa [25]
Davis 4]
One-take | Laszlo M Motion Doodles '@' Komura [15] Shin M SmurVEbox M
Zhigiang [21] Creature  Features
Numaguchi (23|
Kim [14] Yamane [36]
Krause Vogele [34]
Mobile Animator | KinEtre
[10] Thatcher World
Ishigaki
Multi-pass | Yamane 'ﬂ' Oore |24] Dontcheva |§n Shiratori |29
Kim Oshita |26 Kostandov [16]
CAT [22]
Creature Teacher

Table 1: Overview of interfaces for animating articulated characters.

Bold entries are immersive. Italic

entries allow for fine grained limb level control. Conventional interfaces can be found at WIMP-Keyframing.

and natural human-like animations. The main drawback of
motion capturing is the restriction to human or humanoid
characters. Furthermore, only animations that are physi-
cally possible can be created directly. Digital puppetry ,
another performance-based approach, aims at overcoming
these limitations by not using a 1:1 mapping.

2.2.1 Most similar systems

Shiratori et al. created a digital puppetry plugin for
Maya. Users can move and rotate a tracked device freely
to manipulate the associated limbs of any articulated 3D
figure. However, 3D input is only used for manipulation.
Other tasks, like selection and setting up the mappings, is
done through Maya. Therefore, users need a certain level of
expertise, whereas our system is self-contained and does not
need any setup of mappings. Kostandov et al. presented
a poster with the idea of an immersive VR character anima-
tion system with a direct manipulation interface. Using a
3D input device, users can grasp joints of an articulated fig-
ure and record the motions for subsequent playback. The
system is suitable for non-humanoid characters, but only fea-
sible for relatively simple limb structures. We build on their
approach. However, our system is designed to also animate
creatures with more complex limb structures. Martin et
al. presented a 3D input animation system called CAT,
which lets users author animations by grasping and moving
the limbs using a handheld controller. However, the system
is specialized on quadruped creatures, relying on predefined
and automated movements.

2.2.2 Performance-based: One-take

Creature Features and other systems (e.g., ) focus
on non-humanoid creature animations. Users are tracked
and their movements are mapped onto the creature’s move-
ments. The systems rely on a set of predefined animations
for each creature to puppeteer in order to blend between
them according to the performance. The system of Kim
et al. uses a haptic input device and virtual physically
simulated marionette strings, to create complex character
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animations. With KinEtre H the object to animate is de-
formed according to the user’s performance. Yamane et al.
[36] use human motion capture data and map the motion
to non-humanoid creatures. While one-take animation sys-
tems can be advantageous in terms of creation speed, several
challenges emerge. For example, movements must be physi-
cally possible for the actor to perform, otherwise specialized
mappings or predefined animations need to be employed.

2.2.3  Performance based: Multi-pass

Kim et al. proposed a performance-based desktop sys-
tem. Users drag joints of physically simulated 3D-creatures
with the mouse. Oore et al. used two bamboo tubes for
a bimanual real-time control of the selected limbs. In @,
movements of a handheld device are automatically mapped
onto the virtual character’s movements. The multi-pass ap-
proach tries to balance creation speed and flexibility. A
larger number of DOF's can be handled subsequently by cre-
ating superimposed animations, often in an additive manner.

3. WALKTHROUGH

We now illustrate Creature Teacher in the context of an-
imating a game asset (see @. Since our system is
intended for games in which content creation is important,
giving users the ability to express individuality in the ani-
mations is a key point. In the example of this walkthrough,
a skull with wings shall be animated. More specifically, ani-
mation cycles for flying forward, flying backward and flying
on the spot need to be created by the player to specify how
the skull can move through the game world. The starting
point (or input) for Creature Teacher is a rigged 3D model
of a creature, containing the mapping from limb transfor-
mations to mesh deformations.

depicts the rapid creation of one possible flying-
on-the-spot animation. The player can give individual de-
tails to the movements. The individualism also comes natu-
rally, since Creature Teacher is performance-based. There-
fore, variances in the players’ hand movements or even flawed
and unwanted movements make the end result unique.




The user sees the virtual

= 1.
E creature.

2. At first, the user se-
lects both wings using the left
hand (blue arm).

3. The wing’s pos-
ture is manipulated using
the right hand (green arm).
The hand’s motion is mapped
onto the orientations of the
wings in real-time. By mov-
ing the hand up and down,
the user creates a wing-flap-
motion.

4. After repeating the mo-
tion a couple of times, the
motion is recorded. The skull
repeats the motion from then
on. Now other parts of the
skull can be animated or the
wing flap can be refined.

4

5. An up and down motion
according to the wing flaps is
given to the whole creature.

I The user has to select the
whole creature and to move
it up and down in the correct
rhythm.

6. To add more life, a
chewing-like motion is given
to the mouth.

7. The user gives a de-
layed flap motion to the pin-
ions to make the animation
look more organic.

Figure 2: Walkthrough for the rapid creation of a
flying-on-the-spot animation.

4. CREATURE TEACHER

This section provides details of interaction techniques,
the workflow and some implementation details of Creature
Teacher.
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4.1 Overview

Users wear pinch gloves and move their hands in mid-air.
The two hands are tracked and represented as two 3D vol-
umetric cursors with different colors. Users see the cursors
through an HMD and perceive the position at the actual
hand positions. The two hands of the users have different
roles, i.e., the non-dominant hand is mainly used for selec-
tion and the dominant hand is mainly used for manipulation
(cf. [9]). For simplification, the right hand is considered as
the dominant hand in this paper (however, Creature Teacher
allows for configuring this).

4.2 Setup

The main hardware components of the system are two
custom made pinch gloves, an Oculus Rift (Development Kit
1) and an OptiTrack system. Markers are attached to each
glove to be tracked by the OptiTrack system, which trans-
mits position data to the Creature Teacher software. Further
markers are attached to the Oculus Rift to get the camera
position. For camera orientation, the build-in sensors of the
Oculus Rift are used. The software is implemented using
Java, 3D rendering is based on OpenGL.

4.3 Selection

The selection process starts as soon as the left hand is close
to the creature. All previously animated movements of the
creature are paused. The creature becomes semi-transparent
and its texture is removed. This way, users can concentrate
on animating the actual creature while gaining some insights
into the underlying structure. We found this to be a good
balance between low visual complexity and enough informa-
tion to create animations. The body part closest to the left
hand is highlighted. When pinching, the highlighted part is
selected, which is visualized by a change in color of the part.
Users can hold the pinch and move the cursor through the
creature to select multiple parts in a row. Typically, we ob-
served that users first coarsely reach into the figure to pause
the movement, move the hand to the body part to select
until the respective body part is highlighted and eventually
start pinching. Users can freely select multiple body parts
or extend the selection by pinching again with the left hand.
Deselection is achieved by starting to pinch within already
selected body parts. Users can pinch shortly outside of the
range of the creature for complete deselection.

To enable quick selection of large structures as well as ac-
curate selection of small parts, the effective volume of the
selection cursor is proportional to the velocity of the hand
movement. Slow movements allow for fine grained selection
of single parts, since the cursor volume is small. When mov-
ing the hand very fast, large parts or even the whole crea-
ture can be selected very quickly without having to move
through every single body part. This technique is inspired
by the Harpoon Selection proposed by Leitner et al. [19],
but applied to a 3D cursor instead of 2D pen input.

Selected body parts are shaded in blue. We refer to con-
nected selected body parts as rigid bodies. The anchor of a
rigid body is a point at the body part that has non-selected
neighboring body parts. The rigid body vector is generated
as following and depicted in The direction points
from the anchor to the joints’ center of mass within the rigid
body. The magnitude equals the distance of the joint or the
joints which are furthest apart from the anchor. Adding the
rigid body vector to the anchor yields the tip.



Rigid body

Anchor Tip

Figure 3: Example for a rigid body: The whole
wing is selected, indicated by blue shading. The
rigid body’s anchor is at the transition between the
head and the wing. Its tip is at the pinion.

4.4 Manipulation

After selection, users can manipulate the created rigid
bodies. The manipulation technique is related to the Han-
dle Bar Metaphor : Song et al. proposed using a virtual
handle which is controlled bimanually to apply transforma-
tions on selected objects. Users shift two ends of a virtual
handle to rotate, translate and scale it. The resulting trans-
formation of the handle is applied to the selected object.
The main motivation of the Handle Bar Metaphor is coping
with low precision tracking, i.e., with technical inaccuracies.
The OptiTrack system we use is rather accurate, but nev-
ertheless the orientation control is much more fine grained,
when using this technique instead of, e.g., hand rotation. In
our system, every rigid body vector can be thought of being
such a handle bar, whereas one end is at the rigid body an-
chor and the other end is controlled by the right hand when
pinching. The result transformation is applied to all limbs
of the respective rigid body.

To start the manipulation, users pinch with the right
hand. Moving the right hand moves the tip of every rigid
body, which changes the orientations of the rigid body vec-
tors. All limbs of a rigid body are transformed accordingly.
By default, the magnitudes of the rigid body vectors remain
constant, therefore, even if users describe a straight line,
the tip moves along an arc. Thus, only the orientation is
changed. The basic principle is depicted in

If users start the manipulation at a rigid body tip, then
the manipulation is collocated. However, from our experi-
ences, it is more important for users to have a good overview
of the creature than collocated manipulation. Therefore,
users can find the best spot to start the manipulation and
not necessarily have to start at the tip. Every rigid body
tip is shifted according to the movement of the right hand,
i.e., delta movements of the hand are applied to each rigid
body tip. This behavior is especially important when mul-
tiple body parts are selected (see . Furthermore,
by not enforcing collocation, user fatigue is potentially re-
duced, because users can perform manipulations while being
in a convenient posture instead of e.g., having to lean to the
respective body part during manipulation.

In general, only 2 DOFs of the orientation are manip-
ulated with the right hand, i.e., only yaw and pitch are
changed. To enable roll, users have to additionally pinch
with their left hand during manipulation. Moving the left
hand around the right hand applies a roll transformation to
all rigid bodies around their vectors.

If scaling is enabled (toggled through a 3D menu), then
not only the orientation, but also the magnitude of the rigid
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and Vector
rom pinch start point
to current hand position F'S

D N ——,

Figure 4: Manipulation with two rigid bodies: In
this example, the user started to pinch with the right
hand at an arbitrary point in the air and moved the
hand straight upwards. The rigid body tips are both
moved upwards according to the hand vector. The
distance of the tip to the anchor, i.e., the magnitude
of the rigid body vector, remains constant. Non-
selected body parts are not influenced at all.

body vectors can be manipulated. By moving a rigid body
tip towards the rotation anchor, the rigid body and its body
parts become smaller. By moving it away, it gets bigger. In
our current implementation, scaling is uniform.

If a rigid body has no anchor, e.g., when the whole crea-
ture is selected, then the movement of the right hand is
applied to the translation of the rigid body, instead of the
orientation. To rotate such rigid bodies, users need to pinch
with the left hand during manipulation and to move the left
hand around the right hand (cf. [31]).

Every created animation is additive, i.e., if the body part
to manipulate is already animated, then the new motion is
added to the prior motion. Therefore, users can first define a
coarse motion of a large body part and then add fine grained
motions to sub parts or vice versa.

4.5 Loops

Movements are recorded only when users perform cyclic
movements, thus no record button exists and no explicit
mode-switching is required. Users can simply perform cyclic
movements until the result looks satisfactory, which allows
for fast trial and error.

During manipulation, movements of body parts are saved
as soon as users perform a cyclic movement during manip-
ulation. We refer to these cyclic movements as loops. As
soon as the system detects a loop, the respective body parts
are shaded green during manipulation. Users can continue
the manipulation to improve the movement. Loops are con-
firmed by stopping to pinch with the right hand, or cancelled
by shortly pinching with the left hand.

Only the most recent cyclic movement is saved. Previous
loops are discarded whenever a new cycle is detected. We
decided to not average the movement over previous valid
cycles, because we believe that the recent loop has the high-
est likelihood to be the desired one. This way, users can
release whenever they are satisfied with the result and the
subsequent playback will look exactly like the last motion
they have done during manipulation. The cyclic movements



of the selected body parts are then played back repeatedly,
also while animating other body parts.

4.5.1 Loop algorithm

Since robustly finding motion loops is not the focus of
this paper, we will only coarsely describe how we detect
loops in Creature Teacher. However, Creature Teacher’s sys-
tem architecture allows for the implementation of different
algorithms, including more sophisticated methods such as
spectral analysis or dynamic time warping. With our cur-
rent approach, finding loops is reduced to the task of finding
the last movement the user did at least twice in a row. This
simplifies the problem considerably, since there is no need to
detect all cycles and patterns that have been created before.
More specifically, if there was a recent repetitive movement,
then it is not important if the same movement was done
earlier during the manipulation.

When pinching with the right hand, a spatiotemporal
curve is created to describe the motion of the right hand.
The hand motion is sampled with a constant time interval
and saved as an array of 3D points. Releasing and pinching
again creates a new curve. No previous curves are taken into
account.

Creature Teacher applies a continuous online loop detec-
tion during manipulation. For every input point, our algo-
rithm searches for the closest of the previous input points.
The closest point must have a distance smaller or equal than
3.5 inches. Furthermore, there must be points within the
interval between the point pair with a larger distance. For
example, two successive points of the curve have a close dis-
tance, but do not count as a pair, since there are no points
with a larger distance in between. As soon as a point pair
is found, Creature Teacher analyzes the curve between the
found and the current point. Curves are marked as loops
if two successive curve parts match each other in terms of
duration. Additionally, every sampling point of one curve
part within a loop must have a matching counterpart (i.e.,
a point within a distance of 3.5 inches) on the other curve
part.

After a loop is detected, the motion of the selected body
parts within the found time interval is copied to the resulting
animation. Smoothing is performed to make the end point
of the loop curve fit with the start point, thus allowing for
seamless playback of the loop.

4.6 Posing

If users stop pinching before a loop was detected, the
selected body parts remain in the manipulated position.
Therefore users can seamlessly adjust postures and create
cyclic movements without a mode switch. For example,
users can first set the creature’s posture to then create a
cyclic movement based on the posture. Body parts can still
be adjusted after they are already animated, that is, a con-
stant orientation can be added to cyclically moving parts.

S. DESIGN PROCESS

This section describes the design process of the system
including the rationales of design decisions and some dead
ends during development.

5.1 Immersive virtual reality

Because of the rise of immersive virtual reality and track-
ing devices in the consumer market especially in gaming, we
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have chosen to utilize respective 3D interaction concepts to
make 3D animation feasible. Using an HMD can be seen
as the chosen navigation technique: The immersive setup
frees the user from having to explicitly control the virtual
camera. No mode switch or extra button is needed and thus
users can fully concentrate on the interactions with the crea-
ture. The camera is controlled very naturally by moving and
rotating the head while having the hands free. To avoid cy-
bersickness, a 1:1 mapping from the physical movements to
the virtual movements is used.

Besides the navigation, there are other advantages. For
example, users get a better idea of the size and proportions
of the virtual creature. The selection is collocated to utilize
the proprioception abilities of users.

5.2 Visualization

We believe that it is very important that users seamlessly
see the effects and results when editing the animation. If
users are idle, the cycle animation keeps running and the
creature is rendered in its original appearance with its tex-
ture and no additional visualizations. Many animation user
interfaces render the skeleton within the mesh as an abstrac-
tion of the posture and to visualize the topology. In contrast,
we do not visualize the skeleton to reduce the visual com-
plexity and the cognitive load. Users are supposed to get a
feeling of directly moving body parts instead of manipulat-
ing an underlying skeleton. Furthermore, a skeleton would
possibly distract from local deformations of the creature’s
body parts during manipulation. To visualize the topology,
body parts near the left hand are highlighted as areas with
blue shading during selection. This way, users can explore
the topology with the left hand and also predict the selec-
tion. The selection is generally related to the Silkcursor of
Zhai et al. [38], since it makes use of partial occlusions in
a similar way. One difference to the Silkcursor is the fact
that not the cursor, but the creature is semi-transparent.
This way, users can see through the creature and reach parts
which would normally be occluded.

5.3 Bimanual interaction

Instead of using a conventional input like a mouse, we de-
cided for 3D input. The main reason is that users should
have the possibility to freely describe 3D trajectories, in-
stead of e.g., only trajectories on a plane. We decided against
using specialized input devices to be flexible regarding topol-
ogy of the creature and motions that can be created.

The main aspects that define the quality of an animation
are timing and weight. Novices using a keyframe animation
interface in general have trouble in giving the right timing
and making the body parts look like they have weight. The
resulting animations often appear unnatural or robotic. Us-
ing the hands however makes use of organic hand movements
and inherent human skills. Users have a sense of timing and
rhythm which they can express through the hands. Fur-
thermore, users have a feeling of how objects with different
weights move and can approximately simulate the trajecto-
ries with their hands.

Users continuously alternate between selection and ma-
nipulation, i.e., the left and the right hand are alternating
between resting and being active. With this we aim at re-
ducing user fatigue.



5.4 Cyclic movements

The initial idea was to intuitively teach movements to the
creature. One way of teaching is repetition which led to
cyclic motions as input methodology. With cyclic motions
as input, users can simply perform motions repeatedly and
refine them until the result is satisfactory. Most of previous
work need explicit mode-switching for animation recording.

5.5 Iterations

Throughout the development, we constantly invited users
to test our system. We observed interaction with the system
and used a think aloud protocol. We also collected their
feedback in open ended interviews.

The first prototype version of the system was a straight-
forward naive approach: All joints could be pinched indi-
vidually with the left or with the right hand, that is, there
was no prior selection. Therefore, no more than two joints
could be controlled directly. When moving joints, the whole
model reacted physically very similar to [16]. However, users
found it to be very difficult to control, even with very sim-
ple skeletons. As the number of joints increased, interaction
quickly became unfeasible with this technique. Therefore a
technique for improved, simultaneous control over multiple
joints was needed. With the selection technique, body parts
are selected and when manipulating, the number of joints
within the selection can be nearly arbitrary, since they all
undergo the same transformations. Summarizing, the selec-
tion simplified the interaction significantly and made ani-
mating feasible.

Not all users preferred to walk around the figure to see it
from different angles. Some even wanted to sit down. There-
fore it is also possible to adjust the creature’s orientation.
Users can either stand and walk around the creature or sit
down at a table and still reach all body parts by adjusting
the orientation. A table potentially reduces fatigue since the
non-active hand can rest on it.

6. USER STUDY

In order to explore the usability of Creature Teacher, we
conducted a user study with 13 participants. The user study
was done at the end of the iterative design process. The goal
of the study was to get insights into the usage of the system
and to evaluate the interactions and algorithms specific to
our system, i.e., selection and manipulation of models and
the creation of cyclic movements.

6.1 Participants

We recruited 13 participants (5 female), between 23 and
29 years old (Mdn = 26) to test our system. All partici-
pants were right-handed (based on self-reports) and all of
them had very little or no experience with using animation
software. All participants had very little or no experience
using immersive virtual reality systems and none of them
had used Creature Teacher before.

6.2 Apparatus

The study was conducted in a quiet experimental room
(room size approximately 4 by 3 meters). We used the ap-
paratus as described in the Implementation section.

6.3 Procedure

Participants were introduced to the setup, followed by a 5
minute tutorial guided by the experimenter. Within this tu-
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Figure 5: Users had to animate two models. The
first one consists of 6 limbs and the second one con-
sists of 15 limbs.

Figure 6: Sample user animations after using the
system for the first time.

torial, participants selected and manipulated a simple pen-
dulum (consisting of one limb) and were guided through the
process of creating an oscillating movement of the weight of
the pendulum around its pivot.

After the tutorial, participants created animations with
two provided 3D models. The first model was a skull with
wings (6 limbs, seeleft) for which participants were
asked to create a flying-on-the-spot animation. Secondly,
participants animated a walk-cycle with a roach-like crea-
ture (15 limbs, see right). No further instructions
or templates on how the final animations could look like
were given to the participants. Users created both anima-
tions multiple times and experimented with the system.

Participants were allowed to ask questions to the experi-
menter at any time. After completion, we conducted a semi-
structured interview with questions on ease of use for each
interaction technique (e.g., selection, manipulation, loops),
rated on a 5-point Likert scale from 1 (strongly disagree) to 5
(strongly agree). Additionally, we encouraged participants
to suggest improvements and missing features of Creature
Teacher. Each session took approximately 60 minutes.

6.4 Results and Discussion

In general, participants quickly got used to the system and
described the animation process as playful and enjoyable.
In the following, we will describe feedback on the different
interaction techniques included in Creature Teacher as well
as results from the questionnaires.

6.4.1 Learning

After the guided tutorial, participants became familiar
with Creature Teacher within approximately 5 to 10 min-
utes. The creation of the skull’s flying-on-the-spot anima-
tion usually took between one and two minutes. This learn-



ing curve was expected and we observed this during our
iterative design process with several other naive users. Par-
ticipants became increasingly confident and were able to
complete animations without guidance or help of the ex-
perimenter. Users were able to rapidly create their desired
animation (Mdn = 4, ”I was satisfied with the result ani-
mations.”). They were able to fully focus on the outcome
of the creation process and not the system itself. Users re-
ported that they were working efficiently (Mdn = 5, "I had
the feeling that I was working efficiently”).

6.4.2 Selection and Manipulation

In the beginning, most participants constantly mixed up
the handedness of selection and manipulation. This changed
after a short time and users felt that they understood the
interactions and possibilities (Mdn = 5, "I understood how
to interact with the system.”). Some users first tried to se-
lect by pointing towards a body part from the distance, i.e.,
they expected a raycast selection. However, users quickly
got used to the selection technique, which is reflected in the
subjective ratings (Mdn = 4, "It was easy to select body
parts.”). Users first started with exploring the models using
the left hand to highlight the selectable body parts. During
manipulation, users explored the effects of the right hand
to the selected body part to then create the actual move-
ment. After some time of exploration, users stated that the
movements got more and more purposeful. Again, this is
reflected in high ratings of acceptance for the proposed ma-
nipulation techniques (Mdn = 4, "I was able to purposefully
create movements.”).

6.4.3 Loops

Users reported that the loop detection was working well
and they were able to achieve their desired results. Cyclic
movements were in most cases detected when they were in-
tended (Mdn = 4). However, some users reported that small
cyclic movements were not detected at all. We are work-
ing on this issue for future versions of Creature Teacher.
Additionally, we adjusted the thresholds of our algorithms
according to the results and our observations.

Finally, participants reported having no difficulties in re-
peating similar hand movements in order to create loops
(Mdn = 4,71 was able to perform repeated hand movements
for loop creation.”).

6.4.4 Problems

Most of the problems were related to technical issues. One
major problem was, that due to the tracking inaccuracies,
many users always felt an offset between the cursors and the
hands in the immersive setup. This made coordination dif-
ficult in the beginning and needed some time of adaption.
Especially one user, an amateur musical conductor, reported
even small differences as interfering with his intents. Fur-
thermore, users felt an offset and a slight delay between the
real and virtual head movements.

6.4.5 Conclusion

The goal of the user study was to give an initial validation
of the system’s quality. To us it was especially important
to know if novice users are able to quickly create satisfying
animations. One main aspect we wanted to gain insights
into was if users are able to purposely do cyclic movements
to create motions. The overall ratings and user opinions are
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very promising. This was the very first time these users in-
teracted with the system. Therefore we only provided crea-
tures with a simple limb structure to let users concentrate
on the interaction. More complex models were only tested
informally during development. Advanced users will be the
subjects of our future investigations.

7. LIMITATIONS AND FUTURE WORK

The system in its current state concentrates on rotating
limbs, since in most cases this is sufficient for posing and an-
imating. Further effort is required for the design and imple-
mentation to also fully support individual scaling along each
axis and translation of individual limbs. However, depend-
ing on the application, it might not be necessary to support
transformations other than rotation. Many other animation
interfaces for novices are also only supporting changes in
orientation.

Creature Teacher uses few input DOFs considering that
it is performance-based, i.e., only 12 DOFs consisting of 6
DOFs for the head and 3 DOF's per hand are used. Only po-
sition tracking is needed for the hands, since the interaction
does not rely on the hand orientations. This makes the sys-
tem also realizable with simpler 3D input devices than the
OptiTrack system. The limiting factors are the accuracy and
the latency of the input device. However, tracking devices
which become available in the consumer market are likely
to soon allow for a cheaper solution than the OptiTrack sys-
tem. Furthermore, to also be open to non-immersive setups,
other output devices than an HMD could be used without
major changes to the basic interaction. Therefore, to reduce
the technological overhead, we would like to try out simpler
input and output devices. However, one advantage of our
current setup is the possibility to naturally walk around the
virtual creature.

During the user study, we informally asked some of the
participants to also try out Creature Teacher with a regular
display positioned in front of them. While a formal com-
parison of immersive and non-immersive user experience is
outside the scope of this work, comments hint the benefits
of using an immersive virtual reality system. Most users es-
pecially pointed out the collocated selection when using the
immersive setup.

With its current implementation, Creature Teacher only
contains a very minimalist toolset to move the body parts.
However, in general there are no restrictions in including
common concepts used in many animation interfaces to make
the creation process easier, quicker and the results more con-
vincing. The most prominent example is inverse kinematics.
By including inverse kinematics into Creature Teacher, cer-
tain animations would potentially be easier to create. One
example would be the creation of a walking animation. With
the current system, users first animate the upper leg, fol-
lowed by the lower leg. With inverse kinematics, it would
be possible to only grab the foot and guide it along an arc.
The basic interaction techniques would remain the same,
however, users would benefit from this addition. For the
current system in its proof of concept state however, we did
not include orthogonal techniques like these. We concen-
trated on the core interaction of the system for the sake of
better validation.

By now, the target group of Creature Teacher are users
with few or no animation background, like players of a 3D
game. In general, the accuracy of the system as well as of



the users’ hands is not high enough for professional animat-
ing. However, with the inclusion of animation techniques
like mentioned above, the system might as well become in-
teresting to professional animators, since they could quickly
prototype animations. Different movement styles could be
tried out quickly to use the best fitting one for subsequent
post-processing steps.

8. CONCLUSION

We presented the immersive virtual reality animation sys-
tem Creature Teacher. The system is used to rapidly create
organic cyclic motions for non-humanoid characters with-
out the need for predefined animations and specialized map-
pings. Our interplay of selection, manipulation and cyclic
motion detection allows for fast and easy animation creation
while still enabling high expressiveness. We have shown that
users with little or no experience in animation were able to
quickly create satisfying 3D cycle animations.
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